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A B S T R A C T 
This paper introduces Amharic text chunker using conditional random fields. To get the 
optimal feature set of the chunker; the researchers’ conduct different experiments using 
different scenarios until a promising result obtained. In this study different sentences are 
collected from Amharic grammar books, new articles, magazines and news of Walta 
Information Center (WIC) for the training and testing datasets. Thus, these datasets were 
analyzed and tagged manually and used as a corpus for our model training and testing. The 
entire datasets were chunk tagged manually for the training dataset and approved by linguistic 
professionals. For the identification of the boundary of the phrases IOB2 chunk specification 
is selected and used in this study. The result of all experiments is reported with the maximum 
overall accuracy off 97.26%, with a window size of two on both sides, with their corresponding 
POS tag of each token and the worst performance achieved is 84.57%, with only the window 
size of one word on both the left and right sides. 
 

Keyword: Amharic text chunker, base phrase chunker, conditional random fields, clause 
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1. INTRODUCTION 

Now a day, Natural language processing (NLP) has an important role in our daily life, by 
enabling computers to understand human languages [1]. Text chunking (TC) is one of the 
essential tasks in NLP applications. The Information generated by this task can be helpful for 
many purposes, including automatic summarizing or question answering, information 
extraction. It can be either shallow parsing or deep parsing [2]. 

Text chunking or shallow parsing is a kind of NLP task, which is the process of grouping the 
input text or sentence into syntactically related non-overlapping part of words or chunks like 
NP (Noun Phrase), VP (Verb Phrase), PP (Prepositional Phrase), AdjP (Adjective Phrase) and so 
on. Generally, the notion of TC is a word (chunk) that should be a member of one syntactic 
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structure(phrase), word(chunk) can’t be a member of two or more syntactic 
structures(phrase). 

For instance, according to [1]: ትንሹ ልጅ ትንሽ እንጀራ በላ “The little boy ate little Injera” 
Here the sentence can be segmented into three basic syntactic non-overlapping phrases: a 

noun phrase ትንሹ ልጅ “the little boy”, another noun phrase ትንሽ እንጀራ “little Injera”, a verb 
phrase በላ “ate”.  

The various studies indicate that many NLP and IR application needs chunking (shallow 
parsing or partial parsing) rather than full parsing. For instance, to develop a fully-fledged 
question answering system it needs Chunker as indicated by [3,4,5,6], Finding noun phrases 
and verb phrases may be enough for the IR system. Commonly, TC can be integrated into 
information extraction, text mining, automatic summarization, and so on.  

Today different researchers investigated text-chunking for the various language of the 
world using a different methodology, for instance, Arabic [2], Chinese [6], Bengali [3], Amharic 
[7], Indonesian [8], Urdu [9]. As far as the researchers’ knowledge concerned, only one work 
was done for Amharic. The work done by Abeba [8] is the first Amharic TC, their work didn’t 
include all kinds of Amharic sentences. They used HMM for chunking the text and then error-
pruning rules to correct chunks that are incorrectly chunked by the HMM model. However as 
indicated by [7] and [3], HMM model has a label bias problem. Even if the above works have 
been done in different languages on different aspects of text chunking, it is not possible to 
apply this text chunker to the Amharic language context directly. The main reason is the 
Amharic language is highly inflectional, morphologically rich, and has its own letters and 
grammatical rules. 
Conditional Random Fields (CRFs) are one class of supervised ML, it was applied for different 
IR and NLP applications, where they are used for classification of sequential data [2].it were 
first introduced by [11] for the different sequential annotation tasks. Some of them were 
named entity recognition, POS tag, text chunking, etc., where they get excellent results 
([7],[3],[2]). Due to the above reason, we are motivated to investigate Text chunker for 
Amharic language using them (i.e., CRFs). The rest of the paper is organized as follows. 
Statement of the problem are explained in section II. dataset description is explained in 
section III, chunck specification are explained in section IV, architecture of CRFs based Amharic 
text chunker are explained in section V, Feature representation and description are explained 
in section VI, experiment and result are explained in section VII, concluding remarks are given 
in section VIII. 
 
2. STATEMENT OF THE PROBLEM   

The motivation that initiated the researcher to conduct this research toward Amharic text 
chunker is the advantageous and application areas of text chunker in different NLP and IR 
tasks. for instance, in information retrieval task dividing the given search keyword text into 
different syntactically correlated part of a chunk can increase the performance of the 
searching time and also in phrase level machine translation chunker can be one component 
which helps the translation process by dividing the stream of text into a chunk(phrase). 

Amharic ranked as the second by the number of the speaker under Semitic language in the 
world next to Arabic[12]. Despite having a large speaker population, the language has few 
computational linguistic resources. So, conducting research on such kind of language is 
advisable to overcome the current shortage of computational linguistic resources. Amharic is 
one of the under-resourced languages. Hence, there is no well-designed full-fledged Amharic 
text chunker that could contribute towards designing NLP. So that conducting Amharic ATC 
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with the best performance will have a contribution to advance research in NLP for the Amharic 
language. 

As described earlier, only one attempt was done by Abeba[1] and further improvement 
regarding Amharic text chunker has never been tried after the first ATC attempt. As the 
researcher's knowledge concerned in the Nationwide also there is no attempts for developing 
a text chunker of other Ethiopian languages. The first attempt to ward Amharic text chunker[1]  
used Hidden Markov Model (HMM) to develop the Amharic base phrase chunker and bottom-
up approach with a transformation algorithm to transform the chunker to the parser. 
However, the size of the corpus is small, and also as indicated by [3], [7] the model they use 
(i.e. HMM) has a label bias problem. The researchers minimized the error incorrectly chunked 
by HMM model using the error pruning rule, but major errors that are not pruned by rules are 
the tag sequence conflict; by taking these limitations into consideration we are motivated to 
further investigate the Amharic TC. So, in the proposed system the researcher tried to 
reconsider features that could increase the accuracy of Amharic text chunker. 

Therefore, the research questions are defined and articulated as follows:  
1. How to optimize the accuracy of an automatic Amharic text Chunker, and what contexts 
need to be reconsidering for its best achievement?  
2. How to optimize the influential or (determinant) factor (s) to improve the performance of 
the proposed systems? How it is important than others? 
 
3. DATASET DESCRIPTION  

As indicated above we use machine-learning to design Amharic text chunker. Mostly, this 
approach needs syntactically annotated corpus. Using this approach, the success or failure 
rate of different NLP applications depends on the quality and availability of appropriate 
datasets and also selecting optimal features of the target language. The term dataset in 
computational linguistics mostly called the corpus (plural corpora). Corpora can be 
categorized into annotated and unannotated corpora. Annotated corpora are a collection of 
text with some syntactic notation like POS tag, chunk tag, NER tag ,etc.  While as unannotated 
corpora are a collection of large amounts of text without any syntactic notations. supervised 
machine learning often uses annotated corpora while as unsupervised use unannotated 
corpora. Since our investigation follows a supervised machine learning approach so we use 
annotated dataset. 

Every text chunker which is implemented using a machine-learning approach needs two 
types of dataset[13]: training and testing dataset. Training dataset used to train and create a 
model for machine learning components and after completing the training the performance 
of the model is evaluated using the test dataset.  

In this thesis work, we have collected 450 Amharic sentences that has total of 4,020 tokens 
from WIC corpus, Amharic grammar book and magazines. The sentences which were collected 
from WIC corpus was tagged by POS tag but the other data which were collected from Amharic 
grammar book and magazines didn’t tagged by POS tag due to that we manually tagged them 
and receive comment and suggestion on it from linguistic expert. Only POS tagging is not 
enough for training the model in addition to it, it needs chunk tag. To the best knowledge of 
the researchers, there is no publicly available chunk tagged documents. For this reason, 
sentences are chunk tagged manually by the researchers. 
   To sum up,31 tag sets were used for POS tagging the corpus, and 11 tag sets were used for 
Chunk tagged the corpus. These sample sentences were transcribed according to the Amharic 
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ፊደል (Fidel or alphabet) Unicode standard. After completing the corpora preparation by the 
researchers’ comment and suggestions received from a linguistic expert. 
 
4. CHUNKING SPECIFICATION 

To identify the chunks, it is necessary to find the positions where a chunk can end and a 
new chunk can begin. The POS tag assigned to every token is used to discover these positions. 
There are four kinds of complete chunk boundary representations namely IOB1, IOB2, IOE1 
,and IOE2 [14]. In this study, to identify the boundaries of each chunk in sentences the IOB2 
tag set is used for chunk tagged annotated text. Here “I” is a token inside a chunk, “O” is a 
token outside a chunk and “B” is a token that exists at the beginning of the chunk. See the 
following example በቤንች-ማጂ ዞን 30ሺ ህዝብ ለመምረጥ ተመዘገበ “in benchmaj zone thirty thousand 
people register for voting” with the chunk representation in Table 1. 

 
Table 1. Chunk Representation 

Word  IOB2 chunk  

በቤንች-ማጂ B-NP 
ዞን I-NP 
30ሺ  B-NP 
ህዝብ I-NP 
ለመምረጥ B-VP 
ተመዘገበ I-VP 

 
5. ARCHITECTURE OF CRFs BASED AMHARIC TEXT CHUNKER 

      The Amharic text chunker is intended in a means that, first it learns properties and 
parameters associated with chunk tag from the training data. It then receives input words with 
their POS tag and predicts the possible chunk tags. The architecture has two processes: the 
learning process and prediction process. 
     The Training is handled by components in the learning process. Preprocessing is initially 
performed on the training corpus. The corpus is chunk tagged based on the IOB2 chunk 
specification format. Then it is passed to the Amharic text chunker(ATC) encoder which 
identifies a token and its corresponding POS and chunk tag through encoding. The tokens and 
tag sequence generated by the ATC encoder is handled to the Feature Extractor. Feature 
Extractor extracts necessary features to identify chunk tag based on the generated token and 
tag sequence, the extracted features will then be used as an input to the Model Builder. After 
the above all fulfilled, the builder begins the model building procedure to generate a trained 
model. Generally, here in the learning process, based on the training corpus we have 
generated a model that used to predict chunk tag classes of testing.  
The testing phase is the final phase in the ATC system. It is a process of recognizing the chunk 
tag of the given preprocessed tokens. The knowledge in model builder contains features that 
are extracted and stored during the training phase, are supplied to the recognizer to identify 
chunk tag from the given Amharic text. Identification of chunk tag is performed based on the 
calculated probability. 
As described above CRFs are probabilistic model, it computes the probability of P(X|Y) of 
possible output Y= {Y1………Yn} Yn   for the given input X= {X1……. Xn} Xn [21]. In case of text 
chunking Y is related with sequence of chunk tag and X is related with a sequence of word. 
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Linear chain CRFs is a special form of CRFs, which is structured as a linear chain that models 
the output variables as a sequence. It can be shown using the following mathematical formula 
[15]. 

𝑝
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From the above equation 1, n indicates the length of the sentences, m indicates the number 
of feature templates, j indicates the position of the input sequence, λ i indicates the weights 

assigned to the different features in the training phase, 𝑍
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makes the probability in the range [0,1], which can be expressed as(Roman & Katrin, 2007) : 

𝑍
𝜆
→(�⃗�) = ∑ 𝑒𝑥𝑝 (

 

 
∑ ∑ 𝜆𝑖

𝑚

𝑖=0

𝑛

𝑗=1

𝑓𝑖( 𝑦𝑗−1, 𝑦𝑗, �⃗�, 𝑗))

 

�⃗⃗�∈𝑌

 

 

 
Figure 1. Architecture of CRFs based ATC 

 
6. FEATURE REPRESENTATION AND DESCRIPTION   

Feature selection plays a crucial role in the CRFs framework. Experiments were carried out 
to find out the most suitable features for the Amharic text chunking task. The main features for 
text chunking tasks have been identified based on the different possible combinations of 
available word and tag context. In this study, it has been considered a different combination 
from the following set for inspecting the best feature set for the Amharic text chunker task. 
The various features used for developing our system are described below: 

❖ Surrounding word: Preceding and following words of a current word can be used as a 
feature because surrounding words influence the current word. We have considered 
different window sizes of the words until we get a promising result. 

❖ Combination of words: combinations such as the preceding/current word and current 
word/following words are used as features. 
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❖ The window for POS of the current word: Preceding and following POSs of a present 
word are used as a feature because surrounding POSs influence the present word. 

❖ Combination of POSs: combinations such as the preceding/current POS and 
current/following POS is used as a feature. 

Our empirical study found that the following combination of features gives the optimal 
feature set. 

F(best)= [Wi-2Wi-1WiWi+lWi+2, POSi-2POSi lPOSiPOSi+1POSi+2] 
 

7. EXPERIMENTAL RESULT AND DISCUSTION 

In this study, a total of 450 sentences were used and manually annotated with chunk tags. 
From the total 90 % used for model creation and the rest 10% used for testing the model. The 
detail of corpus statistics is shown in Table 2 
      To implement and evaluate the model, we have adopted the package CRFsuite. Initially 
CRFs was introduced by [16], it has a CRFsuite package, which is open source; freely available 
conditional random fields implementation package, we have used it to develop Amharic text 
chunker CRFs model.  

 
Table 2. Corpus Statistics 

Number of tokens in the 
training set  

Number of tokens in the 
testing set  

Total number of tokens  

3,618 tokens  402 tokens  4,020 tokens  

    
To do the experiment, four different scenarios were considered. In the first scenario, one word 
left and one word to the right from the current word (wi-1 wi wi+1). The detail is shown in the 
below in table 3.  

Table 3.  Experiment  One 

Features used  Extracted Features Time taken Accuracy 
wi-1 wi wi+1 41,556 3.33 s 84.57% 

         
In experiment two, we used the previous experiment one features and add their 
corresponding POS tag of each token used as a feature. The accuracy increased by 9.95. the 
detail is shown in the below in table 4.    

Table 4.  Experiment Two 

Features used Extracted Features Time taken Accuracy 

wi-1wi wi+1, POSi-1POSiPOSi+1 42,384 3.64 s 94.52% 

     
 In experiment three, two words to the left and two words from the right of the current word 
used as a feature. The detail is shown in the below in table 5. 
 

Table 5.  Experiment three 

Features used Extracted 
Features 

Time 
taken 

Accuracy 

wi-2 wi-1 wi wi+1 wi+2 66,252 3.04 s 85.32% 
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In experiment four, we used the above experiment three and add the corresponding POS tag 
of each token as a feature. The detail is shown in the below in  table 6. 
 

Table 6. Experiment four 

Features used Extracted Features Time taken Accuracy 

Wi-2 wi-1 wi wi+1 wi+2 &POSi-2POSi-

1POSiPOSi+1POSi+2 

67,656 3.75 s 97.26% 

 
8. CONCLUSION 

This work tried to contribute one important tool which plays a role for overcoming some 
challenges in NLP regarding to Amharic. Having a good Amharic text chunker could be used in 
information extraction of any domain specific tasks, question answering, information retrieval 
etc. to come up with a system that could be used in the above application areas, identifying 
the optimal feature set is the most important task of any text chunking task. This work is also 
delimited to identifying these optimal features set to recognize Amharic phrases which 
enhance the accuracy of existing Amharic text chunker. 
     To do this research, 450 sample sentences were taken from WIC corpus, Amharic grammar 
book, news article, magazines, and chunk tagged manually. These datasets are classified into 
90% training and the rest 10 % used for testing. By conducting different experiments, we have 
been identified optimal features for ATC, we have conducted four experiments and the roles 
of each feature in different experiments were tested.  
     The highest accuracy achieved in this work using CRFs is 97.26%, with a window size of two 
on both sides, with their corresponding POS tag of each token. The worst performance 
achieved is 84.57%, with only the window size of one word on both the left and right sides. 
From the findings, two words left and two words right from the current words and the 
corresponding POS tags of each token are the observed optimal feature sets for recognizing 
Amharic text chunker. 
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