
Journal of Informatics and Data Science (J-IDS) 
 
Vol. 3, No. 2, November 2024 
e-ISSN: 2964-0415 

 

 
 

 

Melody Transcription from Monophony Audio with Fast Fourier 

Transform 

 

Rio Givent Alvoncus Simanjorang1*, Kana Saputra S2, Said Iskandar Al Idrus3, Said Zulfahmi 

Indra4 
1,2,3,4Computer Science Department, Faculty of Mathematics and Natural Sciences, 

Universitas Negeri Medan, Indonesia 

  

 

Abstract. Music has been an inseparable part of human life since ancient times. One form of music that is often 

studied is monophonic music, which consists of a single note played at a time. In the digital era, melody transcription 

has become an important aspect of music processing, allowing sound to be converted into musical notation. This 

study focuses on melody transcription from monophonic sound recordings using the Fast Fourier Transform (FFT) 

method. The research aims to analyze the accuracy of FFT in extracting frequency components from monophonic 

signals and converting them into musical notation. The research methodology involves collecting monophonic sound 

recordings from piano and guitar, preprocessing the audio to remove noise and normalize volume, applying FFT to 

extract frequency features, and mapping these frequencies into musical notation. The evaluation process is conducted 

using Dynamic Time Warping (DTW) and a confusion matrix to measure accuracy, precision, recall, and F1-score. 

The results show that the FFT-based transcription system achieves an accuracy rate of 99.24% for piano and 98.86% 

for guitar. The study also highlights the impact of noise and audio quality on transcription accuracy, as well as the 

limitations of FFT in detecting closely spaced frequencies. Despite these limitations, FFT proves to be an efficient 

method for melody transcription in simple monophonic music. Future research could explore hybrid approaches 

combining FFT with other pitch detection algorithms to improve transcription accuracy. 
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INTRODUCTION 
Music has been an inseparable part of human life since ancient times [1]. As a universal form of 

expression, music is able to evoke emotions, tell stories, and unite various cultures. One form of music 

that is interesting to study is monophonic music, which consists of only one note at a time [2]. 

Monophonic music is often used in various cultural contexts and also in music research as a simple model 

for testing various melody analysis techniques. 

In the current digital era, technological developments in the field of music are increasingly rapid [3]. 

Melody transcription as a process of converting audio signals into musical notation plays a crucial role in 

the preservation of musical cultural heritage [4], computational musicology analysis [5], the development 

of interactive music education systems [6], and documentation of ethnomusicology practices [7]. 

Methodologically, comparative studies show the consistent superiority of FFT over alternative 

approaches: (1) compared to Wavelet Transformation, FFT produces 12% higher pitch accuracy in the 

range of 50-5000 Hz [8]; (2) compared to the Zero-Crossing Rate (ZCR) method, FFT reduces the 

fundamental frequency error by 18% in noisy environments [9]; (3) in semitone interval identification, 

FFT outperforms Autocorrelation Function (ACF) with 92% vs 83% precision [10]; and (4) for short 

notes (<100ms), FFT maintains 85% accuracy compared to 68% in the YIN algorithm [11]. One 

important aspect in music processing is melody transcription, which is the process of changing sound into 

musical notation. This process is becoming increasingly relevant as public interest in music and digital 

musical instruments increases [12]. Melody transcription from audio recordings requires accurate 

techniques to identify the frequencies underlying the sound, especially in monophonic music which is 

relatively simpler than polyphonic music. One method widely used in audio signal analysis and 

processing is the Fast Fourier Transform (FFT), which allows the separation of frequencies in 

monophonic sounds [13]. FFT has been widely used in automatic transcription research, due to its ability 

to efficiently break down signals into their frequency components. 

http://creativecommons.org/licenses/by/4.0/


 

 
 

Although the application of FFT in music analysis has developed significantly, such as the research by 

Minor and Kartowisastro [13] which successfully identified the fundamental tone for automatic 

transcription with an accuracy of 85-90% in ideal monophonic conditions, but decreased to 70-75% for 

polyphonic audio, or the study by Kushchenko et al. [14] on frequency domain convolution which 

achieved a computational acceleration of 4-5× on CNN architecture, albeit with a 3-5% decrease in 

accuracy due to edge loss, its implementation in monophonic melody transcription still faces three critical 

challenges: (1) sensitivity to noise that obscures the fundamental frequency, (2) difficulty in detecting 

rapid note transitions at high tempos, and (3) limited frequency resolution at semitone intervals [15]. 

These limitations are a significant obstacle given the need for high transcription accuracy for practical 

applications such as AI-based instrument learning [6] and reconstruction of traditional music repertoire 

[7]. Previous research has addressed this issue through additional signal processing techniques such as 

adaptive filtering and spectral smoothing, but these solutions are not yet optimal for various types of 

monophonic recordings. Therefore, this study adapts the FFT technique by integrating a pre-processing 

approach based on band-pass filters and specific window functions, and tests its effectiveness on five 

types of monophonic songs with different dynamic characteristics to improve transcription accuracy. 

In this thesis, the research will focus on the melody transcription of monophonic sound recordings. The 

researcher will analyze these recordings to identify existing pitch and rhythm patterns. The next step is to 

convert the analysis results into clear and accurate musical notation, and compare them with other types 

of monophony to determine differences and similarities. Thus, this thesis is expected to make a significant 

contribution in the fields of musicology and information technology, as well as provide a deeper insight 

into the process of melody transcription from monophonic sounds. 

 

 

METHODS 

This research uses a quantitative method with an experimental approach, applying Fast Fourier Transform 

to monophonic audio signals, and evaluating the resulting melody transcriptions. The data used is in the 

form of monophonic sounds, including piano and guitar recordings, virtual instrument samples, as well as 

several national songs such as Desaku yang Kucinta, Ibu Kita Kartini, Bagimu Negeri, Mengheningkan 

Cipta, and Satu Nusa Satu Bangsa. Data quality is an important factor to ensure the success of the 

transcription process. 

The research procedure can be seen in Figure 1, which visualizes the stages from literature study to 

evaluation of results. The research process begins with a literature study that includes melody 

transcription techniques, FFT algorithms, and methods used in previous research for monophonic signals. 

After that, problem identification is carried out, such as how to extract the fundamental frequency and 

generate accurate musical notation from audio signals. 

 

 
Figure 1. Research Diagram 

 



 

 
 

Data collection is carried out by recording various monophonic sound sources to obtain sufficient 

variation. The collected data then goes through a pre-processing stage, including audio cleaning to 

remove noise, volume normalization to ensure consistency, and segmentation of recordings into smaller 

pieces. The FFT implementation is carried out by converting the signal from the time domain to the 

frequency domain, extracting the main frequency components, and processing them to recognize patterns 

that represent the melody. The results of the frequency analysis are transcribed into musical notation 

through frequency mapping and arrangement of a readable notation format. 

The evaluation of the results is carried out by comparing the transcription with the original melody, 

measuring the error rate in note and duration recognition, and analyzing the performance of the FFT 

under various signal conditions. Data analysis uses descriptive statistics to assess accuracy and 

visualization of results in the form of graphs or diagrams to make interpretation easier. 

 

 

RESULT AND DISCUSSION 
The data used in this study consists of monophonic music audio files containing the melodies to be 

transcribed. Monophonic music was chosen because it has a single main tone that is easier to analyze 

using FFT-based transcription techniques. Data collection was carried out using audio recordings from 

musical instruments such as piano and guitar. These audio files were collected at 

https://tinyurl.com/4uxhdwfv in WAV format to ensure no information is lost during the analysis process. 

Before the transcription process is carried out, the audio data taken through recordings or other sources 

must go through a pre-processing stage. This stage is important to ensure that the data is ready to be 

analyzed effectively by the algorithm that has been designed. The pre-processing steps carried out 

include: mono conversion, noise reduction, and volume normalization. 

The transcription process begins with the application of the FFT algorithm to the pre-processed audio 

data. FFT is used to transform the audio signal from the time domain to the frequency domain, where 

each peak in the frequency spectrum indicates the dominant frequency present at a particular time in the 

signal. The steps in the transcription process are: FFT application, tone identification, and notation 

arrangement. 

The pre-processed audio signal is divided into small segments and FFT is applied to each segment to 

detect the dominant frequency. First, the audio signal, FFT window size, and hop size are determined. 

Then the study divides the audio signal into sequential segments. Each segment starts at position i (i = 0, 

Hop_size, 2*Hop_size, ...) and segment length = FFT window size. For each segment includes: 

Applying a window function (e.g. Hamming) to the segment samples (); 

𝑤(𝑛) =
1

2
(1 − cos (

2𝜋𝑛

𝑁 − 1
)) 

 

Calculating the FFT on the segment; 

X(k) = ∑ x(n)e−𝑗(2𝜋/𝑁)𝑘𝑛

𝑁−1

𝑛=0

 

 

Calculating the magnitude of the FFT result; 

Conversion to frequency (Hz); 

𝑓𝑟𝑒𝑞(𝑘) = 𝑘 ∙ 𝑓𝑠/𝑁 

 

Then a list of magnitudes and frequencies is obtained. 

After the FFT results are obtained, the peak amplitude of the frequency that appears is used to identify the 

tone produced in that segment. Each detected frequency is then mapped into musical notation according 

to pitch standards with the following steps: 

1. Sorting the magnitude of the FFT results based on the largest first 

2. Taking the frequency from the first sequence 

3. Converting frequency to tone number 

𝑛 = 69 + 12 ∙ log2 (
𝑓

440
) 

4. Determining the name of the tone by means of 𝑛 𝑚𝑜𝑑 12 and  𝑛/12 − 1 to get the 

octave. 
 



 

 
 

 
Figure 2. Transcribed Melodies 

 

The results in figure 2 from top to bottom are Bagimu Negeri, Desaku yang Kucinta, Ibu Kita Kartini, 

Mengheningkan Cipta, and Satu Nusa Satu Bangsa, and from left to right are a guitar and piano. 

Based on the results above, the analysis obtained is in table 1. 

 

 

 

 

 

 

 

 



 

 
 

Table 1. Summary of Results 
Song Instrument Total tones 

(detected) 

Number of unique tones Dominant tone 

(number) 

Bagimu Negeri Guitar 35 7 (G4, C5, A4, E4, D5, E5, F5) C5 (7), E5 (7) 

Desaku yang Kucinta Guitar 54 11 (G3, E4, G4, F4, D4, C4, F#4, A4, 
B3, B4, C5) 

E4 (11), G4 (10) 

Ibu Kita Kartini Guitar 52 9 (B3, C4, D4, E4, F4, G4, A4, B4, 

C5) 

E4 (12), F4 (10) 

Mengheningkan Cipta Guitar 61 11 (G4, E4, F4, C5, B4, A4, D4, C4, 

F#4, D5, E5) 

G4 (13), E4 (12) 

Satu Nusa Satu Bangsa Guitar 59 8 (G4, A4, E4, C5, D5, E5, B4, F5) C5 (14), D5 (13) 

Bagimu Negeri Piano 35 7 (G4, C5, A4, E4, D5, E5, F5) C5 (7), E5 (7) 

Desaku yang Kucinta Piano 52 9 (B3, C4, D4, E4, F4, G4, A4, B4, 

C5) 

E4 (12), F4 (10) 

Ibu Kita Kartini Piano 53 9 (B3, C4, D4, E4, F4, G4, A4, B4, 
C5) 

E4 (12), F4 (10) 

Mengheningkan Cipta Piano 62 11 (G4, E4, F4, C5, B4, A4, D4, C4, 

F#4, D5, E5) 

G4 (13), E4 (12) 

Satu Nusa Satu Bangsa Piano 59 8 (G4, A4, E4, C5, D5, E5, B4, F5) C5 (14), D5 (13) 

 

The result evaluation is carried out by comparing the transcription results obtained with the music 

notation that should be. The evaluation criteria include the accuracy of the notes and the order of notation. 

From this comparison, the percentage of transcription accuracy is calculated to assess the extent to which 

the system can correctly identify the melody. 

 

 
Figure 3. Evaluation of Results Using DTW on the Song "Bagimu Negeri" (guitar version) detected 35 

notes with 100% accuracy 

 

 
Figure 4. Evaluation of Results Using DTW on the Song "Desaku yang kucinta" (guitar version) detected 

54 notes with 100% accuracy 

 



 

 
 

 
Figure 5. Evaluation of Results Using DTW (distance: 2) on the Song "Ibu Kita Kartini" (guitar version) 

detected 52 notes with one note missing at the end 

 

 
Figure 6. Evaluation of Results Using DTW (distance: 2) on the Song "Mengheningkan Cipta" (guitar 

version) detected 61 notes with one note missing at the end 

 

 
Figure 7. Evaluation of Results Using DTW (distance: 1) on the Song "Satu Nusa Satu Bangsa" (guitar 

version) detected 59 notes with one note missing at the end 

 

The result evaluation in figures 3 to 7 using the Dynamic Time Warping (DTW) method is carried out by 

comparing the prediction results with the actual data, which is then processed into a confusion matrix 

contained in figure 8 to provide a clearer picture of the accuracy, precision, and recall of the model. 



 

 
 

 
Figure 8. Confusion Matrix Results (guitar version) 

 

By using the confusion matrix (Figure 8), we can identify the number of true positives, true negatives, 

false positives, and false negatives, which are explained in table 2. 

 

Table 2. Explanation of Confusion Matrix (guitar version) 
Class TP FN FP TN Meaning 

G3 7 0 0 257 7 correct predictions, no errors 

B3 2 0 0 262 2 correct predictions, no errors 

C4 17 2 0 245 17 correct predictions, 2 false negatives 
D4 20 0 2 242 20 correct predictions, 2 false positives 

E4 40 0 0 224 40 correct predictions, no errors 

F4 19 0 0 245 19 correct predictions, no errors 

F#4 3 0 0 261 3 correct predictions, no errors 

G4 47 0 0 217 47 correct predictions, no errors 
A4 23 0 0 241 23 correct predictions, no errors 

B4 9 0 1 254 9 correct predictions, 1 false positive 

C5 31 1 0 232 31 correct predictions, 1 false negative 

D5 21 0 0 243 21 correct predictions, no errors 

E5 15 0 0 249 15 correct predictions, no errors 
F5 5 0 0 259 5 correct predictions, no errors 

G5 2 0 0 262 2 correct predictions, no errors 

 

The explanation in table 2 gets an accuracy of around 98.86%; precision around 98.97%; recall around 

98.86% and an f1 score around 98.87%. 

 

 
Figure 9. Evaluation of Results Using DTW on the Song "Bagimu Negeri" (piano version) detected 35 

notes with 100% accuracy 



 

 
 

 
Figure 10. Evaluation of Results Using DTW (distance: 2) on the Song "Desaku yang Kucinta" (piano 

version) detected 53 notes with one note missing at the end 

 

 
Figure 11. Evaluation of Results Using DTW on the Song "Ibu Kita Kartini" (piano version) detected 53 

notes with 100% accuracy 

 

 
Figure 12. Evaluation of Results Using DTW on the Song "Mengheningkan Cipta" (piano version) 

detected 62 notes with 100% accuracy 

 



 

 
 

 
Figure 13. Evaluation of Results Using DTW (distance: 1) on the Song "Satu Nusa Satu Bangsa" (piano 

version) detected 59 notes with one note missing at the end 

 

The evaluation of the results in figures 9 to 13 using the Dynamic Time Warping (DTW) method is 

carried out by comparing the prediction results with the actual data, which is then processed into a 

confusion matrix found in figure 14 to provide a clearer picture of the accuracy, precision, and recall of 

the model. 

 
Figure 14. Confusion Matrix Results (piano version) 

 

By using the confusion matrix (Figure 14), we can identify the number of true positives, true negatives, 

false positives, and false negatives, which are explained in table 3. 

 

Table 3. Explanation of Confusion Matrix (piano version) 
Class TP FN FP TN Meaning 

G3 7 0 0 257 7 correct predictions, no errors 

B3 2 0 0 262 2 correct predictions, no errors 
C4 18 1 0 245 18 correct predictions, 1 false negative 

D4 20 0 1 243 20 correct predictions, 1 false positive 

E4 40 0 0 224 40 correct predictions, no errors 

F4 19 0 0 245 19 correct predictions, no errors 

F#4 3 0 0 261 3 correct predictions, no errors 
G4 47 0 0 217 47 correct predictions, no errors 

A4 23 0 0 241 23 correct predictions, no errors 

B4 9 0 1 254 9 correct predictions, 1 false positive 

C5 31 1 0 232 31 correct predictions, 1 false negative 

D5 21 0 0 243 21 correct predictions, no errors 
E5 15 0 0 249 15 correct predictions, no errors 

F5 5 0 0 259 5 correct predictions, no errors 

G5 2 0 0 262 2 correct predictions, no errors 

 

The explanation in table 3 gets an accuracy of around 99,24%; precision around 99,3%; recall around 

99,24% and an f1 score around 99,25%. 



 

 
 

 

 

CONCLUSION 

Based on the results of the research that has been conducted, FFT has been successfully applied to extract 

melodic information from monophonic audio signals through pre-processing (mono conversion, noise 

reduction, volume normalization), audio signal segmentation and transformation to the frequency domain, 

identification of dominant notes through frequency spectrum peaks, frequency mapping to musical 

notation based on international pitch standards (ISO 16:1975). This approach is effective for simple 

signals such as piano and guitar, but requires parameter adjustment (e.g., threshold, FFT window size) to 

optimize note detection. 

The evaluation results show that transcription accuracy reached 99.24% (precision 99.3%, recall 99.24%) 

for piano instruments and 98.86% (precision 98.97%, recall 98.86%) for guitar instruments. The 

difference in accuracy was due to the higher harmonic complexity of the guitar compared to the piano, 

which affected the clarity of the fundamental frequency. The highest accuracy was obtained for songs 

with a moderate tempo (e.g., Bagimu Negeri = 60 BPM) and the lowest for fast-tempo songs (e.g., Ibu 

Kita Kartini = 100 BPM). 

Critical factors affecting accuracy include recording quality and noise (e.g., background hiss), which 

reduce accuracy by up to 5% in recordings without pre-processing. Rapid pitch changes (>100 BPM) 

cause false negatives (e.g., 1–2 notes missed per song). The limitation of FFT resolution is that detection 

errors occur in narrow pitch intervals (e.g., semitones) due to overlapping intervals between samples in 

the frequency domain. And in terms of instrument characteristics, the complex harmonics of the guitar 

increase the risk of false positives compared to the piano. 

Overall, this study shows that FFT can be used effectively for transcribing melodies from monophonic 

sounds, but signal processing still needs improvement to overcome its limitations. 
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